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Abstract

The integration of Domain-Specific Lan-
guages (DSL) with Large Language Mod-
els (LLM) offers an innovative approach
to addressing complex problems within
specific domains. This paper proposes
the method of structured knowledge injec-
tion and reasoning prompting, and con-
ducts experimental analysis on the task
of compliance on-chain asset analysis.
DSL, as a specialized form of knowl-
edge representation, is tightly coupled
with domain-specific terminology, allow-
ing expert knowledge to be presented in
a structured form. Leveraging the ad-
vantages of DSL in knowledge represen-
tation, we propose its combination with
LLMs to enhance the model’s capability
to handle complex tasks within specific
domains. In this paper, we provide a de-
tailed explanation of our method’s appli-
cation to solving the complex task of on-
chain compliance asset analysis. Com-
pared to traditional LLM prompting meth-
ods, our approach shows significant im-
provements in key metrics.

1 Introduction

Recently, there has been notable advancement in the
field of natural language processing thanks to the de-
velopment of large language models (LLMs). LLMs
are commonly trained on large volumes of internet
text data, allowing them can easily adapt to diverse
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tasks in various domains without needing special-
ized data for each task.

The design of prompts is essential in the process
of adapting pre-trained LLMs to new tasks with lim-
ited or no task-specific training data. By employ-
ing prompt engineering techniques, these models are
able to outperform in a wide range of jobs and fields.
In contrast to traditional paradigms, which usually
need model retraining or substantial fine-tuning to
obtain performance on specific tasks, this adaptabil-
ity stands out

Analysis of smart contracts for on-chain compli-
ance tokens is a real problem in the production pro-
cess. On-chain financial assets typically possess
hundreds of financial attributes and various compli-
ance rule clauses. Unlike traditional financial prod-
ucts, financial domain experts analyzing on-chain
compliance assets need to read and understand So-
lidity code and combine it with financial domain
knowledge to analyze on-chain financial products.
This task comprises multiple sub-tasks such as un-
derstanding Solidity code, extracting financial at-
tributes, and reasoning about different compliance
clauses. Indeed, in real-life situations, there are nu-
merous domain-specific tasks that have similarities
and are characterized by complexity and strict lim-
itations. In order to tackle these issues, we suggest
implementing a method called structured knowledge
injection and reasoning prompt for LLMs. This
approach entails the injection of DSL syntax into
LLMs and the utilization of specialized syntax and
DSL to facilitate the handling of intricate restrictions
and task solutions by LLMs.

The justification for utilizing DSL is grounded
in the research conducted by [Decker, 1998] and
[Seipel et al., 2018]. These scholars propose that
DSL, with their syntax closely aligned with domain-




