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Abstract. CLIP bridges the gap between visual and language by learn-
ing both image and text representations simultaneously. As a large pre-
trained visual language model, CLIP is highly generalisable and has
demonstrated excellent few-shot learning capabilities. Numerous studies
have been conducted on CLIP models for few-shot learning of down-
stream visual tasks, all of which have demonstrated excellent results.
However, current research methods, such as the Adapter and Prompts
methods, still fall short in extracting visual features for CLIP. Many
methods only fine-tune the adapter after feature extraction, failing to
fully utilise the feature extraction potential of CLIP. In addition, the
fine-tuning approach using key-value cache improves performance signif-
icantly, but it requires careful tuning of the model’s hyperparameters for
a specific dataset. Considering these issues, we propose a new approach:
fine-tuning the multi-layer features with side adapters for adaptive selec-
tion in the visual backbone network. This approach efficiently extracts
effective visual features for different layers of the task. Additionally, we
propose augmenting the original features using dynamic feature fusion
to reduce reliance on hyper-parameter tuning. Extensive experiments
are conducted on 11 datasets to verify the superiority of the proposed
method over existing methods.
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1 Introduction

Deep learning technologies have achieved significant success in various computer
vision tasks, including image classification, object detection, and semantic seg-
mentation. However, these methods rely heavily on training with large-scale
datasets, which can be challenging to obtain in real-world scenarios, such as in
industrial and military domains. Consequently, few-shot learning has emerged as
a crucial solution to enable models to learn generalized feature representations
from a limited amount of labeled data [1].
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(57)摘要

本发明公开了一种基于混合现实技术的液

压马达装配指导系统，所述系统包括服务器端和

设备终端，在服务器端通过建立液压马达零部件

目标检测模型可以基于获取到的液压马达零部

件的图像信息直接生成与其对应的目标检测结

果，在设备终端接收到该目标检测结果，通过在

设备终端对该目标检测结果进行坐标变换可以

得到其的真实位置，基于该真实位置可以对液压

马达零部件的装配位置进行装配指导。针对液压

马达装配过程中零件多样、装配过程复杂等特

点，克服传统纸质或电子操作指导的不便，结合

混合现实技术，实现液压马达装配指导系统。
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