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Abstract—Traditional Chinese medicine (TCM) documents
have been handed down through the ages, containing rich
theoretical knowledge and clinical experience. These unstructured
data are the foundation for building the digital knowledge system
of TCM. However, written in ancient Chinese, the TCM books
have complex grammatical rules and terms which are different
from modern medicine, inducing difficulty in entity annotation
and recognition. In order to solve the problem of lacking labeled
data, we construct a dataset with Wenbing Tiaobian, a classic
work of TCM on the warm disease, identify six entities and
annotate the book with the BIOES method. The BERT-BILSTM-
CRF model is used to conduct experiments on the dataset with an
F1 value of 91.4%. The results verify the effectiveness of the model
in NER tasks and advance the construction of knowledge graphs
in TCM.

Keywords—Natural Language Processing, Named Entity
Recognition, Deep Learning, Traditional Chinese Medicine

I. INTRODUCTION

Traditional Chinese Medicine (TCM) is a valuable cultural
treasure of the Chinese people for over 5,000 years. The ancient
books in Chinese medicine contain a wealth of Chinese medical
theory, prescription, and clinical experience, which demonstrate
how TCM practitioners understand and treat various illnesses.
Warm Disease is a clinical discipline in the field of Chinese
medicine. The discipline studies the occurrence and treatment
methods of infectious and febrile diseases caused by external
pathogens, such as wind, cold, and summer heat. Established in
Qing Dynasty, the diagnosis and treatment system of the warm
disease has had a profound impact on modern Chinese medicine.
And the theory recorded in ancient books, such as Wenyi Lun
and Wenbin Tiaobian, has also been widely used for the
treatment of influenza, pneumonia, Covid-19, and so on.
However, most TCM texts, including books on the warm disease,
are written in ancient Chinese. These books are complex to read
and understand, and the terms are different from the modern

medicine system, making it difficult for TCM researchers to
obtain effective information. Therefore, it is necessary to
promote the digitalization and intelligence of TCM knowledge,
such as identifying named entities in ancient TCM texts and
establishing a knowledge mapping network to build a digital
knowledge system of TCM.

The Knowledge graph is a structured semantic network.
Through the knowledge graph, the concepts and objects in the
real world are abstracted into symbols and are presented in a
network. The basic units of the knowledge graph are entities and
relationships, which form "entity-relationship-entity" triples.
The network represents complex semantic information in a way
that is highly compatible with human cognitive patterns [1].
Named Entity Recognition (NER) is a crucial step in building
the knowledge graph, and also an essential aspect of Natural
Language Processing (NLP). It refers to the process of selecting
meaningful terms, concepts, and other entities from unstructured
digital data. The quality of entity recognition significantly
impacts the accuracy of subsequent knowledge extraction,
which has become a topic that scholars have been researching.

In the early days, the main methods for NER were rule-based
and dictionary-based methods, as well as machine learning
methods [2]. Based on the annotation standard proposed by the
project “Informatics for Integrating Biology and the Bedside”
(I2B2), Qu et al. [3] developed specifications for the labeling of
Chinese electronic medical records. Traditional Chinese
Medical Language System (TCMLS) was built by the Institute
of Information on TCM, which defined TCM entities and
established semantic relationships, forming a TCM knowledge
graph [4]. To extract named entities from ancient texts that the
usage of vocabulary and the writing convention are different
from modern Chinese, it is necessary to define entities based on
TCMLS and preprocess the texts, such as entity normalization
and entity alignment [5]. Xu et al. [6] constructed the medicine
ontology of the warm disease and built a semantic network that
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represents the relationships between the disease and other types
of entities. With the development of machine learning, Liu et al.
[7] compared the effectiveness of conditional random field
(CRF), hidden Markov model (HMM), and maximum entropy
Markov model (MEMM) in NER experiments on TCM medical
records.

In recent years, due to the superior performance of Neural
Network models in feature extraction, deep learning has been
widely used in NER tasks. The method does not require the
manual definition of features and acquires features of texts
through neural networks automatically. Recurrent Neural
Network (RNN) is usually used to process sequential texts,
while Long-Short Term Memory (LSTM) network improves the
hidden layer structure of RNN and is able to process longer
sequences. Bidirectional LSTM (BiLSTM) model fuses the
textual information in both front and back directions, which
makes up for the shortcomings of the LSTM network. With the
conditional random field (CRF) for solving prediction tasks, the
BiLSTM-CRF model proposed by Huang et al. [8] has been the
mainstream model for NER for a period of time. Gao et al. [9]
adopt the BILSTM-CRF model to recognize the TCM entities in
Huangdi Neijing with an F1 value of 85.32%. Deng et al. [10]
annotate the TCM medical cases and construct word2vec-based
word vectors to obtain a TCM-named entity recognition model
with an F1 value of 88.34%.

Pre-trained models perform very well in all kinds of NLP
tasks due to their large training datasets and portability under
multiple tasks, especially the Bidirectional Encoder
Representation from Transformers (BERT) proposed by Google
in 2018 [11]. Transformers can capture long-range features more
effectively than CNN models and can perform parallel
computation with high efficiency, overcoming the shortcomings
of RNN. Based on the dual-layer Transformer encoder with the
self-attention mechanism, the BERT model can generate deep
bidirectional language representation and adopt masked
language modeling (MLM) and next-sentence prediction (NSP)
strategies to train more powerful semantic representations. For
Chinese NER tasks, scholars have also proposed various models
based on BERT, for example, BERT-wwm [12], AMBERT [13],
ChineseBERT [14], and so on. The pre-training model BERT
has also been used for the TCM-named entity recognition tasks
to construct the embedding representations. Zhang et al. [15]
propose a semi-supervised embedded Semi-BERT-BiLSTM-
CRF model that improves the entity recognition accuracy on
TCM and reduces the manual labeling work. Liang et al. [16]
utilize an unlabeled clinical corpus to fine-tune the BERT
language model and achieve a state-of-the-art F1 score of
89.39%.

This paper constructs a dataset with Wenbing Tiaobian, one
of the landmarks on the warm disease, and annotates the entities
of disease, description, medicine, prescription, body, and
treatment with the BIOES annotation method. A sequence
labeling model based on BERT-BiLSTM-CRF is adopted to
conduct NER experiments on the annotated dataset, resulting in
successful entity recognition and providing technical support for
the digitization of ancient Chinese medicine books.

II. METHOD

To improve the recognition accuracy of named entities for
ancient books in traditional Chinese medicine, this paper
proposes a BERT-BILSTM-CRF model as shown in Fig. 1.,
which consists of 4 parts.

By | W eH 'y i By | B's oo g By o B | -oe < I

BiLSTM layer ' f f

hy — hy — hz — hy — hs — hg — h; — hg see = Ry

l ENCODER ‘
Embedding layer

‘ ENCODER |

| I |
Input layer ® R ® R OB # B

Fig. 1. The framework of the BERT-BiLSTM-CRF model.

e Input layer: Samples are input into the model in terms of
sentences.

e Embedding layer: the Bert pre-training model is used to
process the input sentences into the word vectors
containing semantic embedding representations.

e BiLSTM layer: contextual information of the text is
extracted through the BiLSTM model.

e CRF layer: the label sequence with the largest probability
value is output to complete the labeling of the entity.

A. Embedding layer

BERT is a pre-trained model which generates deep bi-
directional language representations with a great number of
training parameters and corpus. The model structure is shown in
Fig. 2.

Vo i V2 Vs W Vs Ve V7 Vg ...V,
’ PR
1 rrt |
Transformer Encoder
Transformer Encoder
Position Embeddings Eo Ex E; E3 E4 Es Ee¢ E7 Eg e E, E
Segment Embeddings Exn  Ea E;y Ep En En Eax Ea En ... Ex Ea
Token Embeddings Exu Es E. Ex E Es| |Ew |Ew| |Ew e E Ee
e ¥
A T A T A T 1 f
Tnput as| & ()| (=], | @l & & 3 - SEP

Fig. 2. The structure of the pre-trained model BERT.

The input layer adds the [CLS] and [SEP] token at the
beginning and the end of the input sentence X = {x,.,
X1, X, +++ x; Jwhich contains i tokens(characters), and assembles
the token embeddings Eyoken, segment embeddings E., and
position embeddings Ey,s into the input representation E =
{EXO,EXI, %2 ---Exi}.Then the representation E is input into a
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two-layer transformer structure for feature extraction. The
transformer layer contains six encoder-decoders, using the self-
attention mechanism to capture the contextual information. The
final layer is the output in the form of word vector V =
{vg, v1, v, -+ v;} that is passed into the BILSTM layer.

B. BiLSTM layer

The LSTM model is a special kind of RNN. In a standard
RNN network, the hidden layer h, at time t is calculated from
the hidden layer h,_; at the previous time together with the
input X, at the current time, where the hidden layer function
generally has only a simple structure, such as the tanh layer. In
contrast, the hidden layer in LSTM consists of several gating
units, including the traditional input and output gates, as well as
the newly added forgetting gates. The computation flow of each
gating unit is as follows:

fo= 0 Ws - [he_y,x] + by) (1)
C; = tanh(W, - [hy_q, x;] + b) ()
ir= 0 W;-[he_y,x.] + by) 3)

or = 0 W, [he_y,x.] + by) 4)
Co= fi*Coy+ip*C, 5)

he = o, * tanh(C,) (6)

where f; represents the state of forget gate, h,_, represents the
state of the last hidden layer, C, represents the effective
information of the input state of x, and the hidden layer h,_4, i,
represents the state of input gate, which is used to determine the
new information stored in the cell state, o, represents the state
of output gate, C; represents the cell state updated, and

h; represents the hidden layer output state at time t.

The BiLSTM model is divided into two layers. In the
forward layer, the model computes the output of the hidden layer
h; at each moment from moment ¢, to the current moment ¢ in
the forward direction, while in the backward layer, the model
computes the output of the hidden layer h', at each moment
along the opposite moment. Then the hidden layer states
obtained during the forward and backward direction are
calculated to obtain the final output o,. The specific calculation
process is as follows:

he = f (wyx. + wy hy_y) (7
Re= f(wsx, + wsh'ciq) (8
0, = g (wshe + wg h'y) )

C. CRF layer

Conditional Random Field (CRF) is a conditional
probability distribution model for solving the output label
sequence, which can provide conditional constraints for the
output of BILSTM module. For example, the following
constraints exist in this study: 1. entity labels must start with the

label B; 2. entity labels must end with the label O instead of the
label I; 3. the label of each character in an entity must be same,
such as “f#: B-PRE/f} I-PRE/i% E-PRE” instead of “#4: B-PRE/
¥ I-DESC/i% E-PRE”. For the labeled sequence (x!, y) ., the
matching score Score(x,y) is:

Score(x',y") = X 10gPemic (i = xi) +
log@erans Vm-1 = ym)  (10)
where x'={x{,x},..x5} is the given input, y'=
U1, Y3, - ym} is the given output, @ep; represent the
probability of the i*word in x! corresponding to the label y',
Perans represent the transition matrix from yy,_1t0 yp,.

Then the probability of the labeled sequence y* is:

_ exp(Score(x,y))
P(xly,6) = Ty exp (Score(xy’)) (1
The output label sequence is:
0 = argmax Y; log [P(x!|y’, )] (12)

The CRF layer can provide the BiLSTM model with
conditional constraints by observing and learning the sequences,
and prevent the model from producing wrong-labeled sequences
effectively.

III. EXPERIMENT

A. Datasets

This paper constructs a dataset with Wenbing Tiaobian, an
ancient book that has a profound influence on the development
of the warm disease in the Qing Dynasty. The book is annotated
with the BIOES annotation method. B represents the start
position of the entity, I represents the middle position of the
entity, E represents the end position of the entity, S represents
the single-word entity, and O represents the rest of the non-entity
parts. Based on TCMLS, we divides the entities in the text into
six types of labels, including Disease, Description, Medicine,
Prescription, Body, and Treatment. The specific annotation
types are shown in Table I.

TABLE L. ANNOTATION TYPES OF THE DATASET
Entity Single Word .
Type Entity Phrase Entity Examples
Disease S-DIS B-DIS, 1I-DIS, E-DIS JRGIR
. B-DESC, I-DESC, E- oL
Description S-DESC DESC LY
Medicine S-MED B-MED, I-MED, E-MED E]=|
Prescription S-PRE B-PRE, I-PRE, E-PRE lEX 2]
B-BODY, I-BODY, E-
Body S-BODY BODY fif
Treatment S-TRE B-TRE, I-TRE, E-TRE RS ] 3
Non-entity (6] o 4
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After crawling the full text from the web, we pre-process the
data by clearing messy codes, unifying punctuation, converting
all traditional characters to simplified ones, and converting
phonetic loan characters to commonly-used ones. For the large
number of different names that refer to the same entity in ancient
texts, we conduct entity alignment before annotation, such as
using standardized entities to rename them. While for various
medicinal materials and prescriptions with abbreviated names,
we restore them to their full names.

The annotated dataset consists of 95655 characters and some
labeled sequences of the dataset are shown in Fig. 3.
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Fig. 3. Samples of labeled sequences in the dataset.

B. Experiment settings and Evaluation Indicators

For the completed annotated dataset, this experiment adopts
arandom sampling division method, dividing 80% of the dataset
into a training set (Train), 10% into a validation set (Dev), and
10% into a test set (Test). The number of characters is shown in
Table II.

TABLE II. DATASET SEGMENTATION STATISTICS
Train Dev Test
Number of 75973 9804 9876
Characters

The model structure used in this experiment is BERT-
BiLSTM-CRF, which utilizes the basic architecture of the pre-
trained model BERT and fine-tunes it to achieve semantic
encoding instead of word embedding. The experimental
hardware is Intel Core i7-11800H, the GPU version is GeForce
RTX3060, the Python version is 3.7 and the PyTorch version is
1.11.0.

The hyperparameter settings are shown in Table III.

TABLE III. EXPERIMENTAL HYPERPARAMETER SETTINGS
Parameter Value
Max sequence length 100
Learning rate 3e-5
Hidden dim 256
Epoch 300
Batch size 22

Precision P, recall R and F1 values are used to evaluate the
effectiveness of the model. The precision rate P represents the
percentage of truly positive samples in predicted positive
samples. The recall rate R represents the percentage of truly
positive samples in original positive samples. F1 represents an
evaluation metric that takes both precision and recall into
account and is calculated as follows:

TP
~ TP+FP (13)
TP
T TP+FN (14)
2XPXR
F1 =22 (15)

Where TP indicates the number of correctly-predicted
positive samples, FP indicates the number of predicted positive
samples from the negative classes, and FN indicates the number
of predicted negative samples from the positive classes.

C. Experimental results and analysis

The results of the experiments are shown in Table IV, and
the item Support in the table indicates the number of entities in
the test set.

TABLE IV. EXPERIMENTAL RESULTS ON THE DATASET
ET“tity Precision(%) | Recall(%) | F1(%) | Support
ype
DIS 90.8 89.5 90.1 97
DESC 82 76.2 78.9 162
MED 97.6 95.1 96.3 273
PRE 96.2 98.1 97.1 104
BODY 96.3 97.5 96.9 77
TRE 88.1 66.7 75.3 11
Average 92.7 90.4 91.4 724

According to the table, the BERT-BiLSTM-CRF model has
an average precision of 92.7%, an average recall of 90.4%, and
an average F1 value of 91.4%. The column graph of the results
is shown in Fig. 4. In terms of the recognition accuracy in each
category, the model performs better in the four types of “DIS”,
“MED”, “PRE” and “BODY”, with F1 values above 0.9, while
the F1 values are only 0.789 and 0.753 in the types of “DESC”
and “TRE”.

By analyzing the experimental results and annotated corpus,
it can be concluded that the effectiveness of entity recognition is
affected by the number of entities and the quality of annotation.
The four types of entities, “disease (DIS)”, “medicine (MED)”,
“prescription (PRE)”, and “body (BODY)”, have a high
frequency of occurrence in the text. These types are evenly
distributed within each chapter and have relatively fixed
expressions, which will not cause significant annotation and
recognition errors. However, the author tends to use different
adjectives to describe the entities of description (DESC), and
their frequency of occurrence is not high, which can easily
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produce labeling noise. For the entities labeled with treatment
(TRE), there are few samples distributed unevenly and are prone
to nested words, which greatly affects the accuracy of entity

recognition.
s
¢ DIs DESC MED PRE BODY TRE

Fig. 4. Samples of labeled sequences in the dataset. The model performs better
in the four types of “DIS”, “MED”, “PRE” and “BODY”, with F1 values above
0.9, while the F1 values are only 0.789 and 0.753 in the types of “DESC” and
“TRE”.
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To verify the efficiency of the model BERT-BiLSTM-CRF
in NER, the following three experiments are set up for
comparison: LSTM-CRF, BiLSTM-CRF, and BERT-CRF. The
experimental comparative results are shown in Table V.

TABLE V. COMPARISON OF DIFFERENT MODELS
Precision(%) Recall(%) F1(%)
LSTM-CRF 72.6 71.5 71.7
BiLSTM-CRF 90.7 82.9 85.9
BERT-CRF 91.8 89.6 90.7
BERT- BiLSTM-CRF 92.7 90.4 91.4

It can be seen that the LSTM-CRF model does not perform
well on this dataset due to the inability of the one-way LSTM
model to capture contextual information. While the BiLSTM-
CRF model effectively solved this problem and improves
recognition accuracy. The BERT-CRF model outperforms the
BiLSTM-CRF model for the reason that the pre-trained model
has been trained using a large dataset before fine-tuning,
resulting in stronger representation capability. The overall
performance of the BERT-CRF model is slightly lower than the
BERT-BIiLSTM-CRF model, which can also demonstrate that
the BILSTM module can provide more location and orientation
information to the overall model, making it more capable of
discovering dependencies in the input sequences. The
experimental results show that the BERT-BiLSTM-CRF model
has excellent performance for the entity recognition of Chinese
medicine texts, and can be applied to promote the knowledge
mining of TCM.

IV. CONCLUSION

This study focuses on the NER tasks of ancient books in
traditional Chinese medicine. Due to the lack of publicly
available datasets of TCM books, this paper constructs a dataset
with “Wenbing Tiaobian”, a famous book on the warm disease,
and defines six entity types according to the TCMLS standard.

In the named entity recognition experiments, the BERT-
BiLSTM-CRF model obtained great recognition accuracy with
an F1 value of 91.4 and performed best when compared with
LSTM-CRF, BiLSTM-CRF, and BERT-CRF models. The
experimental results demonstrate that the BERT-BiLSTM-CRF
model can extract specific entities effectively from non-
structured texts, which significantly promotes the digitalization
of ancient Chinese medical books. In this way, knowledge
graphs of the warm disease can be constructed to help relevant
researchers inherit and develop traditional Chinese medicine.
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