AT ERWAITN BISHS : 2050506
i1
WL TRMER (MIXKFEILRTER )
EITERWARENMERH

= RS

$N 22260484

ERIR TRIFERFRE W ST (His ) BFER

AT TRIMER (I AXZEIRMER ) §l
2025%03H23H



B UL

= IR HOE SRR B B i R AL LR B
~ ETHHRESAE, EERELHE,

= ERARMNNFSEEARRE, AT T
INTLEL, A44CRTE AT ER

=, RV ANELMLARE. BABKE, K
EXLARETE, NALETEHRE.

M. FETEFRLAFHERLA%S B TRN¥RRS
s TSR FHrAL+ B R TREIMERFRE L K5 (k)4
AL+ S 30z, FE114z.



— TABRR
[(—) BEZXWER (B5E (WLLEmEb (MLAF LEmEh ) LRke]
BEMRMTES N - SR E 5 (Fi) TRFRMITEHRATRE
LA T WEMBISHMIRAE W AR BRIER (RDF200%)

ANFEN T 885 SN B GRS T 77 1 L A 4L 92 i SRR 8 AN B R B f, Btk
mr:

FRhE R IR

ARANRGER T ATERATENEH K% OES . EE ALY (ngirRE.
BRRE5FE. MR « HENRY do¥dRgl. Bkt S50 UURESAE%
Fk, FEARBIRNFE I RN B E T RS HAl.

ATEREZOER:

ARNFEANEBA BRI OBEE 7, RARBIRESINRAFEE (nWEm%
 BRMAENSE., EHANMENES) URSHEE (K THE. RAGFBEERS .
THE LA S iR

AANBE T EHARBARNG R, SFEEGLHE. $ERI. R0 5meE. BRS
SRR, ARSI BRI .

Tk HEAREET7:

ANEZILENFERS, REGREFZMREFIMES (WTensorFlow. PyTorch) , FH#
ZOpenCVERGAE TR, SFERMINL. K. iHES5HE, REABRNER, BIR
EEANAGRRE A RERNBR TR, o, REEET SEEN P EERESH
. BENGR. ATEEEEAES SRR, HEAMMUERREE S EEE.

b, EATUAE REGMERERM, FAZEALE S THEI LB ARCIHRH T 5k
M TR SE B RE ST, RENE V) SEAR R SE PR TAZ 98 .

=

FUHRET
H4G1i520H ]

2. TESSRMEZH (R T200F)

FNESEREANTRERS, ERTERTABEREFRMBZNLTRELE, R4
BT RAMEREINAS.

BHERE S TS

BELRHFBRTHIERETR, FATLMNSREEETEAERER RETES
30FhH kMR BB EAR . FRFEAR SR SHRIZ RE ), ot RIGHURBEAT T 5 .
EEMRE, FRABIERERAR (e, S REETE) ¥ REEE, BRT Lk
DR PRFEARRN R Sesh, B EARRRATIM A, CAGRARRH AT AR R M R
L2

BRI S04

TERMBE b, NSRS T —FhSodt ) B AR ——CDD-

YOLOV8.o ZHEAYF FIARFAIE 12 HUJZ H B /IN B8 52 5 (1) 180 23 M 3 RO FE 151 15 AN 45 o i 0 224
FHAEATRE S, HOIE T —ANHEF/ABARRAII k. Sbsbh, HAILSS T CBAME R I HRAEE
SV R A GEE 2 58 RIAZ IR AN AL 5 45 BN AE Sy, A ROAR R T X/ FARSREG AR T
fiE.

PR S ML

FEMEY B, BAR 7R, B BT ECROR B PR TR TSR, A
BN T A M AT TR B NG %, KBRIRABIRWIRUKL £, e T
w2 E SR .

GERGRAB TERAET A, KIERTE TAGMACERAAER R, AW TATRA, {&

3



BT 7 B R

3. ERRIEPRSERMAEMRMAERTRBBARG (K F1000%)

N "‘ﬂgﬁ*ﬁ‘:

BRIMOIE R R EZR W RN R0 E AR, bR RS, BT
Bea MM B rhGE, BImRIR. EDRIERGE. Uk, HACUNEFRBIE (RUNRIEREA
B3R BRI . XRBPEIEE SHEERNEBNXE, H5E R0 ERK, WAKMEF
RWEDE: (ELYOLORS)) XELAE BB HE, SBRNER.

HTRRIOX — MR, AR —FBGERYOLOVSEYE, kT /D Hirshamml. ZEaRs
AT RAHBRFTERESREE URHERRE, ABERINBIR /D BAFR A%, BER
FHT /N B bR PR R .

=, BRFR®

(1) HRRIZE RS

FEYOLOVSEERE b, A Nt T —Fhétsd/N BRI SR, FZEEFELLTHAE:
RAHRBMESREE USRS : 7 A YOLOVSHIHEIREUZ F MR A R4S EE CARTE
WEMGEFF=A) , FEPANRE R HIREE IFHE, BdHBMENTRMRET — M EE
F/NERREIRRISk . ZAR ISk e BETE R IR/ B AR 45 BRI £ T X5 B Z RIS A 2%
P, MTTIRERT AN B ARERFE AR R .

5] NCBAME: & MR 7EARE4RENAIRLAi2729, 45&CBAM (Convolutional Block
Attention Module)
ERANE, BB REANEE L RENZRAEMAREE BN, MR T X/
BARX A TE . CBAMAY 3] N5 BYARZY 58 47 st R BRIE X I MU/ INRFAE, B 80D TRk .
(2) YIZRFEBRRT

RNTH S RAER P ERMAZUR, TR L/ B RSPz H e 72K, &+ T
—FE TRV SRS

KA EFE: EFRKRREPX/DEFERRTEHNE, @5 ANETHEAS MR EF
AL, RIBEHNA PR .

fFEEfkiuk: 4AFocal Loss,

XN BARRIEARR T E O ETIANE, #— BB RERR /N BARIRHA .

ZRENS: KAZRENSHKEE, BEHIABEGRMARST, DHERERNAER BN
SERIRE ST, MTTHRFE /N B ARBR A RA I BUR o

=, SEIRIF

(1) BEsEH%

LB THEHIMERERIEE, ZBBERIESRE WG, Hha & KE/NBARRIEN
FA. N7 HREBRAA TGN, RAXEBIEERT T TR

BARIE ShRE: R, EERERREA, X ERE R AT R AR .

BAEsoR, BT, BB, SRR RO VAY R AR, FFER SRR A
HARFE/S BARRHE () 1 M

BARHELK Jr: LIRS 1 1L BRI R4 . BUESERIREE, FHEREG AR REA 1Ly
.

(2) HgER

SH 3G T UMY 5 SR AHYOLOVS K JeAth - 0 B AR IS MR R I, E BRI RAR LSS
Hii% (Precision) . AR (Recall) . FHIMEIME (mAP) LARHEFRERE. Scibsh R
XKW




BOEYOLOVSTE /N B ARBREAA I L AImAPELIA B T 99. 5%, M LK JR4AYOLOVBHRE T

6. 8%, AHLLYOLOVSIR® T 26. 1%.

FEHEEDHAE b, BOEYOLOVSIRAR B R T EWIEET. 9lms Ky SEI LAY, &R T\ I
VD

M. SehRES5RA

(1) RGWE
ERRERINAZSRE, RIGER B T IIZRINRKLE L. i 2 S e sk
, RRWSGAH HR A AT HE. B E A SEREAR, B K NRD E R K
50%, 7EM:AE AN VTR FE 2 A LI .

(2) SERRRR

SRR, RGN/ B AR R TIMER RIA B 7 99. 5% L, IRREEERK. RN
, RMCRA L A TR T 24346, NeWHE T KEREFRE.

f. RBIRSE
ARENBELBOHYOLOVSEIE, BIFT AR R T BRIV LT/ B ARBR R I MR . SO
BRSER T RO PR SHEEE RS, 3Bt CBAMAE: & AR T X/ B 5
R ERE . SAMNEERAEYOME SR, %7 IEE LR A PEAE T 2R




(Z) BSROMISE (USRIE) [PRIA3M - FRAERARY ( @ERRMIO - HIRMEE - 7
IES - SRRES - RRRB VIR ERE « RUGEASE ) #1458  FHRUENH—1]

1.
AFARRARE LeXRR  TARR « REBEN - FENESTUITEHE « ZERE - B
RRIRR « BeXE]
R g - YN
Caibx, mien a | ZRMIE/ ) FRER
R AR RUER) | oot | AR | JRRIBL | | &I
BB bRk Tk, #HME | 3R Ay i G
R ER W EE | REHiESE %
Few-Shot Class
Incremental Object
detection for P 2024411 | PEEZNK EI& i
Packaging Defects in S¥ieX A01H K£:2024 x
Domain Transfer
Scenerios

2HMARIE [ERASSHRAAREE - RRARNARCE RURABBERASR - B
EFHRFHF=REN - HARE  RITEL - RRFHARRES - AITHHRRS - MRS
= - ETHEERE - TRZR - HAFIES - #2TURRPRENEARRSNEFHEEY

%)




(=) ERBENRE « TUSRIERZMIEERER
REERSHUE BRREZESEEN YRS 85 4

CUSENENFILE | o |1 4 mRUERMLE
pwR =Rk | B0 118
THRAFNAEER) | R

KANEE

MAFERR : KA LHMFBASZIIONESEY - WAEER - BEE—EE

. FSILFSRA |
BIBAZE : —éﬁ} % 77%




=, HERMERTNRERMHEEARER

/ Le W)

BEzH
PN

S A ST R, 52 A e T
B OB &k ofak .
ST/ BT TR ETSET (A

FRAH
FEAR

N\, ]
RIRPHE KA, TRITEROXIRARBTHE S CRHLERRS. ik
LRSI R, S0, REESHER . IHEFEERNFIRME
EFBERGATASFEALER, AEATERDT.
DB COFR#ET (A& BER: D
TEMEGHSEEAAEEREF (A8 . £ AR




WL K ¥ B R £ B
B - S B S R

5 22260484 Wz WHIVE R 5 I#‘Kfc: TR B Tilk: BFEER il 2. 55
BNV BRI FR: 24, 025 2R 29. 0545 NEEEH: 2022-09 EepeE A
FAAET S EVIEH S BT AL:

x| IR R &I | F| st | WRERMER ] I fi] WRAEATR RIHE RS | R
2022-2023F EMKFEEH | TREEAROIHETE 1.5 87 EAPSEAE |2022-2023 KA | ARA R LEERS Lol 74 Lk EiR
2022-2023% FEKFEH | SEA S LT 2.0 97 BEEAIR  |2022-2023 A | TIRAGHE 2.0 89 Ely 24T
2022-2023%FKF M | BT FLESHERES1IRTT LO| % BRAVIR  [2022-2023 % FE LT | AAFHEEM I Lol 99 AR A
2022-2023%FSF KM | B TR SB R AL Lo | #f& AR |2022-2023 % F R FEH | AR L IR R4 2.0] 88 FA AR
2022-2023%FE KT | B FLAESEE 2.0 | & FALEAIR  |2022-2023 % FRE 2 | HHR K SOH R 4.0| 86 Ep AR
2022-2023%FE A F M B AU B Gl & RIS 53R 2.0 90 Tk AR |2022-2023 4R B | M TRE AR R 3.0 79 AR
2022-2023 % FF KA S | B4R AT RS GE it A 3.0 70 FArEER LRk 2.0 @i
2022-20232F FF & Z M | AL BAR R RATIE L5 90 k2R
Y L BT R =Mk oy AL, ] Gl D, I (. R . B SRIZ

Btk DR o
2. FHEF 7 FREBRE.

BRI KK

FTENE#1: 2025-03-20




Conferences > 2024 China Automation Congres.. @

Few-Shot Class Incremental Object Detection for Packaging Defects in Domain
Transfer Scenerios

Publisher: IEEE | Cite This

Hongtao Hu; Chunhui Zhao All Authors

8
Full
Text Views

Abstract
Document Sections
1. Intraduction
II. Related Works
Il Methods
IV Experiment

V. Conclusion

Authors
Figures

References

Y

Abstract:
Few-shot class incremental learning presents a promising approach for the adaptation of detect models to evolving

scenarios where the diversity of cigarette defect classes dynamically expands. While in practical production scenarias,

the diversity of cigarette boxes may also alter due to production plan adjustments, with new brands potentially
replacing old ones. This results in a domain shift within the training data, posing challenges for defect detection
models. To circumvent the need for redundant training and reduce costs, we can transfer the detection model from
old to new brand. We frame this challenge as a Domain-Transfer Few-Shot Class Incremental Learning (DT-FSCIL)
problem, where the key difficulties stem from overfitting and catastrophic forgetting when learning from only a few
samples of new defect categories within the newly introduced domain. To tackle these challenges, we devise a
transfer strategy based on knowledge distillation to harness expertise from the source domain and propose a
parameter update method guided by class sensitivity, which decouple the learning of classification and detection to
avoid performance degradation of old class. We have verified the superiority of the proposed method through
experiments and achieved good performance on the cigarette defect dataset.
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Abstract—Few-shot class incremental learning presents a
promising approach for the adaptation of detect models to
evolving scenarios where the diversity of cigarette defect classes
dynamically expands. While in practical production scenarios,
the diversity of cigarette boxes may also alter due to production
plan adjustments, with new brands potentially replacing old ones.
This results in a domain shift within the training data, posing
challenges for defect detection moedels. To circomvent the need
for redundant training and reduce costs, we can transfer the
detection model from old to new brand. We frame this challenge
as a Domain-Transfer Few-Shot Class Incremental Learning (DT-
FSCIL) problem, where the key difficulties stem from overfitting
and catastrophic forgetting when learning from only a few
samples of new defect categories within the newly introduced
domain. To tackle these challenges, we devise a transfer strategy
based on knowledge distillation to harness expertise from the
source domain and propose a parameter update method guided
by class sensitivity, which decouple the learning of classification
and detection to aveid performance degradation of old class. We
have verified the superiority of the proposed method through
experiments and achieved good performance on the cigarette
defect dataset.

Index Terms—FSCIL, Domain Shift, Cigarette Packing, Defect
Detection, Incremental Learning

I. INTRODUCTION

The defect detection of external packaging is crucial for
improving product guality. It relied on manual inspection
in the early stages. but with the development of computer
technology and deep learning, the method of using cameras
to capture images and using computer vision technology for
detection has become mainstream [1]. For example, Zhou et
al. [2] proposed a multi-level attention network for detecting
anomalies in videos captured by cameras. Liu er al [3]
segmented anomalies in medical images.

For industrial defect detection, the most common setting
currently is unsupervised anomaly detection, which detects
defect samples by learning the information of normal samples.
For examples, PatchCore [4] extracted patch features of normal
samples and built a corresponding memory bank, achieved sota
performance on MVTec dataset. Chen er al. [5] used AE-
based method for anomaly detection. Zhu er al. [6] used a
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unsupervised method to detect defects on cigarette packages
under could-edge collaboration scenario.

However, in some scenarios, enterprises need to further
classify defects to adjust production tasks accordingly, which
requires the use of prior knowledge. Cheon er al. [7] proposed
a model based on a single Convolutional Meural Network
(CNN) to classify various types of surface damages on wafers.
Zhu et al. [8] designed a CDD-YOLOvE model to detect
and classify small defects, so that relating problems can be
solved fundamentally. The above methods all used supervised
methods to handle fixed category anomaly detection problems.

While in the real factory environment, caused by exter-
nal disturbances and the influence of materials, new defect
categories may dynamically appear, which poses higher re-
quirements for defect recognition and classification tasks.
Especially for the type of few-shot class incremental defect
detection problem, existing methods [9] [10] often encounter
overfitting and catastrophic forgetting problems due to being
able to learn from limited samples. To address this, Tao
[11] adopts a topological network structure and solved the
forgetting problems effectively.

In this article, we are addressing a more complex problem.
Due to the adjustment of production plan of the cigarette
factory and the limited number of machines that can be put into
operation simultaneously, cigarette boxes of different brands
will be produced on machines that have already deployed
the original cigarette brand classification model. We want to
use the original algorithm for migration instead of training
an algorithm from scratch, which helps save computational
and time costs. However. there is a certain domain shift issue
between the training data of the original model and the newly
deployed cigarette brand image data.

For the existing source free domain adaptation problems,
methods such as sofa [12], IMDS socre [13] have shown great
performance on them. However, in our problem setting, defect
categories in new fields will gradually emerge, often with
limited learnable samples, which poses a daunting challenge
for transfer tasks. We will refer to this issue as DT-FSCIL
problem. Unlike the previous domain transfer problem. as
the types of defects that appear in the new brand may not
necessarily be consistent with the source domain and may
undergo dynamic changes, we will not perform any domain
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