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Abstract—In-situ thermomechanical experiments of superal-
loys can precisely control experimental conditions and achieve
real-time observation, which is conducive to establishing the
connection between the evolution of material microstructure
and changes in performance. However, the complexity of the
experimental operation process and the lack of intuitiveness in
the subsequent analysis process still limit the study of in-situ
experimental research of materials. To this end, in this paper, we
incorporate augmented reality (AR) and propose an AR-assisted
thermomechanical system for superalloy testing to help experi-
mental personnel complete experiments and subsequent analyses
better. To standardize laboratory personnel’s operational behav-
ior and avoid equipment damage caused by errors during the
experimental process, we provide operation instructions and real-
time remote expert guidance. The innovative observation methods
and rich interaction methods included in the system provide
researchers with a new perspective, significantly improving the
efficiency and accuracy of data analysis. The proposed system
is expected to enhance experimental efficiency and promote
knowledge sharing and collaborative research, thereby helping
researchers gain a deeper understanding of material deformation
phenomena.

Index Terms—augmented reality, in-situ testing, user interac-
tion, operating guidance

I. INTRODUCTION

The aerospace industry’s rapid expansion has necessitated

stricter standards for aero-engines, the pivotal power systems

of aircraft, particularly in terms of their thrust-to-weight ratios

and performance in extreme conditions [1], [2]. Superalloys

and high-performance aluminum alloys are extensively utilized

in fabricating aero-engines and sophisticated transport vehi-

cles. These superalloy components are deployed in challenging

environments characterized by high temperatures and stresses,

underscoring the critical importance of their engineering struc-

tures’ safety and reliability [3], [4]. In practice, the alloy mate-

rials’ microstructure must be meticulously controlled through
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superior manufacturing processes to guarantee exceptional

overall performance.

In superalloy research, microstructure evolution and defor-

mation mechanisms are predominantly studied through ex-

situ post-mortem analyses, which do not provide insights

into the dynamic processes under actual service conditions.

Rapid advancements in in-situ characterization techniques and

equipment have been made to bridge this gap [5], [6]. These

developments aim to forge a robust correlation between the

microstructural evolution and the consequent alterations in

material performance.

In-situ experiments of alloys based on Scanning Electron

Microscopy (SEM) are an advanced material characterization

technique capable of real-time observation of the microstruc-

tural changes of alloys under various external conditions such

as temperature, stress, and chemical environments. Despite the

numerous advantages of in-situ experiments, their operation is

typically complex, necessitating that experimental personnel

possess a solid background in materials science and compre-

hensive operational training. During the experimental process,

a large amount of image time-series data regarding the sam-

ple’s microstructure is generated, which is crucial for under-

standing the micromechanisms of materials. Post-processing of

the data often involves image preprocessing, feature extraction,

quantitative analysis, machine learning and pattern recogni-

tion, and three-dimensional reconstruction. These methods

provide rich information but require deep expertise. Moreover,

the inherently three-dimensional nature of the microstructure

of metallic materials is a key consideration. While current

methods focus on quantitative analysis, there’s a need for more

intuitive ways to present the extensive image data. The two-

dimensional images obtained from SEM in-situ experiments

are limited, highlighting the importance of acquiring three-

dimensional models through advanced characterization tech-

niques [7], [8]. The integration of two-dimensional images

with three-dimensional models for subsequent analysis is a
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Fig. 1. System architecture

significant challenge that researchers are actively working to

overcome.

Augmented Reality (AR) seamlessly integrates virtual el-

ements like images, videos, and 3D models into the user’s

real-world view [9]. By superimposing digital information

onto the actual environment, AR deepens the user’s immersion

and enriches their experience, significantly boosting efficiency

and engagement across manufacturing [10], healthcare [11],

and education [12] sectors. AR has transformed everyday

activities, from shopping and traveling to social interactions,

offering more personalized and enriched user experiences. As

AR converges with other advanced technologies like artifi-

cial intelligence, its applications are anticipated to expand,

propelling digital transformation and fostering innovation.

Integrating AR into the in-situ experimentation and analysis of

superalloys promises to enhance experimental efficiency and

safety while facilitating knowledge sharing and collaborative

research, thus aiding a more profound comprehension of

experimental phenomena.

In this work, we investigate the potential of employ-

ing an AR head-mounted display, specifically the Microsoft

HoloLens 2, to facilitate the in-situ experimental process and

subsequent analysis. This proposed system aims to bridge the

gap for experimenters by delivering enhanced professional

operational instructions and guidance and offering an intuitive,

convenient, immersive, and real-time observational and inter-

active environment. The system’s architecture is depicted in

Fig. 1. For example, the system provides the relevant appli-

cations, as shown in Fig. 2. Researchers can obtain real-time

operational guidance during experiments and more intuitive

and convenient data analysis methods after the experiments.

To the best of our knowledge, we are the first to achieve AR

in in-situ SEM operation instructions and data analysis.

The rest of this paper is organized as follows. Section II

reviews related work. Section III presents the architecture,

construction, and development of the proposed system. Sec-

Fig. 2. Applications of the proposed system

tion IV introduces the implementation and evaluation results.

Section V concludes this work.

II. RELATED WORK

AR technology enhances users’ perception and interaction

with the natural world by superimposing computer-generated

images onto the user’s field of view, characterized by real-time,

interactivity, and three-dimensionality. The term ”AR” was

first introduced in 1992 by Boeing engineers T.P. Caudell and

D.W. Mizell [13], who developed a simple see-through headset

to assist aircraft engineers in completing complex wiring

diagrams, thereby reducing costs and increasing efficiency.

However, the concept can be traced back to the head-mounted

display designed by Ivan Sutherland, the father of computer

graphics at Harvard University, in 1968 [14]. Although it was

pretty primitive regarding user interface and realism, it was the



first experiment where digital reality replaced the real world,

laying the foundation for AR technology.

In recent years, AR has shown tremendous potential in

education and maintenance, especially in applications such as

teaching, experimental assistance, and remote expert guidance.

By providing more intuitive learning experiences and opera-

tional advice, integrating virtual images with the natural world

can help users better understand abstract concepts and complex

processes.

Many different fields have adopted AR devices to accom-

plish educational tasks. Lv et al. [15] designed a mixed

reality environment for spatial analysis of digital elevation

models, integrating rich knowledge points through an intel-

ligent geographical sandbox, enhancing the analysis effect

and immersive teaching experience. Cai et al. [16] proposed

a neurosurgical training and education system, improving

surgical trainees’ understanding of tumor characteristics in

pituitary tumor resection. Khajarian et al. [17] presented a

real-time markerless tracking and registration system for AR-

guided liver surgery using HoloLens 2, which streamed RGBD

data, employed deep learning for segmentation, and evaluated

the impact of liver section visibility and device movement on

the registration process. Feith et al. [18] developed a mixed

reality user interface for Microsoft HoloLens 2 that utilized

dual quaternions to enhance interactive robot learning, allow-

ing users to intuitively observe, control, and refine robotic

movements in a 3D space.

In addition to its application in education, AR technology

can more conveniently complete complex tasks while ensuring

safety due to its unique interactivity and virtuality. Zhao [19]

developed an AR-based auxiliary system for turbine mainte-

nance, superimposing virtual models of maintenance process

knowledge on actual operating equipment, simplifying the

process of turbine maintenance. Song et al. [20] developed

HoloCV, a head-mounted mixed reality system that enabled

contactless vital signs monitoring and real-time pre-diagnostic

results presentation, facilitating medical emergency responses.

Smith et al. [21] developed an AR handwashing tool for

children with ASD, enhancing hand hygiene practices through

an engaging and personalized learning experience.

In summary, the application prospects of AR technology in

fields such as education, operations, and maintenance are vast.

Specific experimental teaching and remote guidance cases

demonstrate the potential for further application in other areas.

However, relevant progress has yet to be made in using AR

technology for teaching superalloy materials, especially in in-

situ experimental teaching and analysis.

III. DESIGN OF THE AR-ASSISTED IN-SITU

THERMOMECHANICAL TESTING SYSTEM

A. System architecture

For the application scenario mentioned above, we propose

an AR-assisted in-situ thermomechanical testing system for

superalloys, as shown in Fig. 1. Researchers wearing HoloLens

2 glasses during the in-situ experiment can see virtual electron

microscope equipment information and operation manuals.

In emergencies or difficulties, they can obtain guidance and

suggestions from remote experts through a real-time audio and

video communication mechanism. After the experiment, the

complex time-series data generated during the in-situ process

(including mechanical curves and microstructural images at

different moments), the data processed after analysis (such as

Digital Image Correlation results), and the models obtained

from the three-dimensional reconstruction of the microstruc-

tures in the specimen [22] can all be imported into HoloLens

2 for visualization. Researchers can utilize this platform to

conduct a more in-depth data analysis through innovative

observation perspectives and rich interactive methods.

B. System construction and development

The system selects the Microsoft HoloLens 2 headset as the

display terminal. This wireless wearable holographic computer

can communicate bidirectionally with multiple remote users

through video, voice, and mixed reality. It can register an

accurate environmental map in the system through spatial

mapping functions to achieve visual picking, allowing holo-

grams to blend seamlessly with the natural environment and

providing users with a more realistic experience. On this basis,

HoloLens 2 offers users an enriched mixed reality experience

by integrating a multitude of interaction technologies. These

technologies include precise hand tracking, which allows users

to interact with virtual objects through natural gestures; eye

tracking, enabling the device to respond to the user’s gaze;

and voice control, which lets users operate the device with

commands. Additionally, HoloLens 2 supports hand-controlled

beams and air tapping, enabling users to interact with distant

holograms without the need for physical contact.

The system was developed using the Unity engine (version

2021.3.40f1) to create an AR application, which includes

virtual image rendering and UI interface design. The Mixed

Reality Toolkit (MRTK) and Vuforia Engine were utilized

for auxiliary development. MRTK facilitates the rendering of

AR projects, significantly enhancing the construction of AR

experiences. Vuforia Engine, on the other hand, can place

virtual objects and trigger corresponding virtual user interfaces

in response to image markers based on the spatial configura-

tion of the HoloLens 2 device when it detects pre-configured

electron microscope images. Local and remote audio and

video communication was implemented using MixedReality-

WebRTC, and finally, the program was deployed to the

HoloLens 2 device through Visual Studio 2019.

IV. SYSTEM FUNCTIONAL IMPLEMENTATION

A. Operating instructions and remote expert guidance

Laboratory personnel must undergo detailed training and

strictly follow the operational procedures during in-situ ex-

periments to efficiently complete them and prevent instrument

damage. We have prepared SEM operating instructions and an

in-situ experiment guide for this process. Laboratory personnel

can wear the HoloLens 2 headset to detect the identification

images on the experimental bench. By utilizing the Vuforia En-

gine, the detected specific pre-configured images are matched



Fig. 3. Operating instruction of SEM5000

with AR models, thereby obtaining corresponding real-time

virtual operation instructions. It can complete operations such

as zooming, page scrolling, and page tracking through gesture

interaction, as shown in Fig. 3, which is the operation manual

for the SEM5000, bringing a more intuitive and convenient

operational experience.

However, predefined teaching content always makes it

challenging to cope with operational issues encountered in

experiments, emergencies, or other urgent troubles that must

be resolved. Therefore, obtaining expert guidance in real-time

through audio and video communication is very important.

MixedReality-WebRTC integrates end-to-end audio, video,

and data real-time communication into the application and

improves collaborative methods and interactive experiences.

Fig. 4 shows the architecture of WebRTC.

To establish communication among various users and de-

vices, WebRTC requires a signaling mechanism or protocol

support [23]. Signaling is the core of the peer discovery mech-

anism, which discovers any existing peers and then coordinates

communication between browsers. Initially, two clients (A &

B) who want to create a connection need a server accessible

to both to help them exchange the information required.

WebRTC developers can use The Internet Communications

Engine (ICE), which simplifies the complexity of the Internet

addressing system [24]. The WebRTC access process mainly

includes the following steps:

1) Client A and Client B are connected to the signaling

server to exchange messages.

2) Client A creates a Peer Connection to obtain the local

media stream.

3) Client A creates an Offer, describing the communication

parameters, and saves it as the local description.

4) Client A forwards the Offer to Client B through the

signaling server.

5) Upon receiving the Offer, Client B creates an Answer

and sets it as the local description.

6) Client B forwards the Answer to Client A through the

signaling server, setting it as the remote description.

7) Clients A and B exchange ICE candidates forwarded

through the signaling server.
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8) Using ICE candidates, Clients A and B establish a

powerful P2P connection, enabling NAT traversal, media

data transmission, and the establishment of WebRTC

communication.

The final implementation achieved audio and video com-

munication between the local experimental personnel and the

remote experts.

B. Full temporal in-situ data presentation and analysis

In-situ experiments of superalloys have yielded a wealth

of mechanical property data and time-series images of mi-

crostructure. These data provide detailed insights into the

material’s behavior at various deformation stages. However,

we must present this complex information intuitively and

understandably to researchers. To address this issue, we have

employed AR technology to integrate experimental data with

the HoloLens 2 device, enabling the visualization and interac-

tive analysis of the data.

Here, we take the room-temperature in-situ tensile test

of a group of ZG4 nickel-based single-crystal superalloy

samples with a film cooling hole as an example. First, we

preprocess the experimental data, including the organization

of mechanical property curves and the categorization of time-

series images. The mechanical property curves will display

the stress-strain relationship of the samples at various defor-

mation stages, and critical time points for image acquisition

will be marked on the curves. We integrate these data into

the HoloLens 2 device, as shown in Fig. 5. This provides

researchers with a macroscopic perspective, helping them

understand the material’s overall performance changes.

Subsequently, researchers can interact with the system

through gesture control, selecting the time points of interest,

and the system will immediately display the microstructural

images and other relevant data at that moment (Fig. 6).



Fig. 5. Tensile stress-strain curve of the in-situ tensile test with SEM images
of the initial state of the film cooling hole

Fig. 6(a) shows the SEM image of the gas film holes at

that moment and the results of Digital Image Correlation

(DIC) analysis with the initial SEM image, allowing for the

calculation and observation of the global strain distribution

of the specimen. Fig. 6(b) shows the surface morphology

characteristics after the sample’s tensile fracture failure.

Fig. 6. SEM images and DIC strain distribution images of the film cooling
hole at the intermediate and final fracture states

The visualization and interactivity of these data will en-

able researchers to observe the material’s microstructure from

different angles and depths, thereby gaining a deeper un-

derstanding of the material’s deformation mechanisms and

microstructural evolution. This provides a new perspective

for the study of superalloys, promotes the development of

materials science, and provides vital data support for future

material design and application.

In our forthcoming research endeavors, we aim to develop a

Fig. 7. Interaction and observation of 3D fracture morphology models

user-friendly interface that will enable researchers to navigate

back to previous data points after analyzing a specific time

point. This interactive data presentation method will enhance

research efficiency and deepen the researchers’ comprehension

of material behavior.

C. 3D fracture morphology models interaction

The microstructure of superalloys possesses a complex 3D

morphology. Although SEM images offer a substantial depth

of field and a certain degree of three-dimensionality, they

still have limitations in reflecting height information [25].

Particularly in the critical field of alloy fracture analysis, the

complex and undulating morphology of the fracture surface

makes it difficult for traditional 2D images to capture its subtle

characteristics fully. Therefore, 3D reconstruction technology

becomes particularly crucial, as it can provide us with more

accurate information on fracture morphology.

We have developed an advanced 3D reconstruction method

that acquires multi-angle SEM images by rotating the sample

stage, thereby reconstructing the 3D model of the fracture

and performing precise scale calibration [22]. However, in

the actual observation and analysis process, we have found

that existing technological methods still need to be improved

in intuitively matching and synergistically observing the 3D

model with 2D images and between different 3D models.

To address this issue, we plan to integrate the 3D fracture

model into AR technology. Researchers can observe and inter-

act with multiple 3D models simultaneously in virtual space

through AR, performing actions such as scaling, rotating, and



moving, thereby more intuitively establishing the connection

and matching mechanism between 2D images and 3D models.

Here, we take the 3D model of the high-temperature tensile

fracture of a group of IN718 nickel-based polycrystalline

superalloy samples as an example, as shown in Fig. 7. This

innovative observation method provides researchers with a new

perspective and greatly improves the efficiency and accuracy

of data analysis.

V. CONCLUSION

This paper presents an AR-assisted in-situ thermomechani-

cal testing System for Superalloys, which can help researchers

more conveniently obtain operational guidance, experimental

information, and result analysis, thereby providing deeper

scientific insights into the design and application of super-

alloys. The proposed material experimental assistance system

has more significant advantages than traditional ways of ob-

taining experimental information: (1) It frees the hands of

experimental personnel, conveniently obtaining information

on the operation of experimental instruments and real-time

remote expert guidance, improving the efficiency and safety

of experiments. (2) It provides visualization for the time-series

data of materials at different deformation stages in the in-situ

experiment of superalloys, presenting complex information

more intuitively and understandably to researchers. (3) The

system’s rich interactive methods and innovative observation

methods provide researchers with a new perspective, signifi-

cantly improving the efficiency and accuracy of data analysis.

The system is efficient and can meet the different teaching

and training needs. In future work, we will explore the 3D

surface morphology reconstruction methodology during the

in-situ experiment. We plan to apply AR methods to expand

our observation and analysis methods. Through this method,

we expect to achieve real-time, dynamic observation and

quantitative analysis of materials’ deformation and fracture

process under actual use conditions.
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