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Large Scale Pursuit-Evasion Under Collision Avoidance Using Deep
Reinforcement Learning

Helei Yang', Peng Ge!, Junjie Cao'*, Yifan Yang', and Yong Liu®*

Abstract— This paper examines a pursuit-evasion game
(PEG) involving multiple pursuers and evaders. The decen-
tralized pursuers aim to collaborate to capture the faster
evaders while avoiding collisions. The policies of all agents
are learning-based and are subjected to kinematic constraints
that are specific to unicycles. To address the challenge of
high dimensionality encountered in large-scale scenarios, we
propose a state processing method named Mix-Attention, which
is based on Self-Attention. This method effectively mitigates the
curse of dimensionality. The simulation results provided in this
study demonstrate that the combination of Mix-Attention and
Independent Proximal Policy Optimization (IPPO) surpasses
alternative approaches when solving the multi-pursuer multi-
evader PEG, particularly as the number of entities increases.
Moreover, the trained policies showcase their ability to adapt
to scenarios involving varying numbers of agents and obstacles
without requiring retraining. This adaptability showcases their
transferability and robustness. Finally, our proposed approach
has been validated through physical experiments conducted
with six robots.

I. INTRODUCTION

The Pursuit-Evasion problem holds significant potential
for applications in both civilian [1] and military [2]-[4]
domains. A growing body of literature recognizes the multi-
agent PEG since the cooperation of autonomous decision-
making pursuers can increase the task success rate. While
traditional control theories and optimization-based methods
have proven effective in scenarios with multiple pursuers
and a single evader [5]-[7], they encounter difficulties when
modeling complex real-world environments.

Drawing upon the technique of learning from agents’
interactions with the environment, Multi-Agent Deep Rein-
forcement Learning (MADRL) has been successfully applied
to the PEG. However, several drawbacks still persist in
current works: 1) Single Evader [8]-[11]. Advanced assign-
ment and collaboration strategies of pursuers are crucial
for environments that involve multiple evaders. 2) Reliance
on rule-based or pre-trained evasion policies. Such policies
adopted by the evaders can introduce the risk of overfitting
in the pursuers’ policy. 3) Insufficient emphasis on collision
avoidance [8]-[11]. Insufficient attention has been given in
previous studies to the exploration of collision avoidance
between robots and obstacles as a necessary constraint,
resulting in the game continuing even after a collision occurs.
4) Limited generalization and scalability. Most previous
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works require retraining specific policies to accommodate
varying numbers of pursuers or evaders due to the fixed
dimension of the input.

This paper investigates a decentralized scenario involving
slower pursuers and faster evaders. Both pursuers and evaders
adhere to unicycle kinematic constraints. It is assumed that
the states of all agents are observable, and obstacles are
distributed randomly throughout the environment. When an
agent collides with an obstacle, it becomes immobile and
loses its ability to interact with the environment. Successful
pursuit is defined as the pursuer and evader within a pre-
defined capture radius. The proposed scenarios in this study
introduce new challenges to the algorithm, including target
assignment, obstacle avoidance, and target guidance.

To address the limitation of low generalization and scal-
ability caused by the fixed input dimension, we introduce
a state processing technique called Mix-Attention based on
Self-Attention. This method provides a compact feature rep-
resentation for MADRL and is non-parametric in the number
of agents and obstacles. We combine Mix-Attention with the
widely-used multi-agent reinforcement learning algorithm
IPPO [12] to handle the scenario involving multiple pursuers
and evaders. Taking inspiration from [13], we train the
pursuit and evasion policies synchronously to facilitate the
complex co-evolution of policies.

In our simulation experiments, we evaluate the perfor-
mance of our approach in various scenarios with different
numbers of entities. We measure the success rate, travel
distance, pursuit cost, and per-evader cost. Additionally, we
assess the generalization capability of the trained policy by
testing it in environments with different numbers of entities
from the training setup. The experimental results demonstrate
that our method significantly outperforms other approaches.

The main contributions can be summarized as follows:

1) The paper considers collision avoidance and motion
constraints within a decentralized multi-pursuer multi-
evader pursuit-evasion game.

2) A novel state processing method named Mix-Attention
is introduced and combined with IPPO. The approach
achieves lower training costs, better performance, and
improved scalability compared to Bi-RNN and Mean-
Embedding.

3) The effectiveness of the learned policies is demon-
strated through a physical experiment involving four
autonomous robots pursuing two targets, showcasing
successful policy transfer to the real world.

The remaining sections of the paper are organized as

follows: Section II provides a review of relevant works. Our
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