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Asymmetric lens distortion compensation method
based on linear reconstruction of feature points

Fanwei Gong, Jie Zhong*
College of Engineers, Zhejiang University, Hangzhou, China

ABSTRACT

This paper proposes a new method to compensate for asymmetric lens distortion through feature point projection
transformation and linear reconstruction. The method involves traversing the world coordinates of calibration image
feature points using a minimum reference grid and calculating the composite projection transformation error of all grids.
The composite projection error is obtained through weighted calculations based on linear constraints, cross-ratio
constraints, and parallel line constraints. After a second screening, the reference grid area with the minimum projection
error is identified. Subsequently, the optimal reference grid is optimized with the goal of minimizing the composite error.
Finally, the optimized feature point coordinates are solved with the corresponding world coordinates to derive the
homography matrix. This allows the linear reconstruction of the entire calibration image's feature points through projection
transformation, and the parameters of the asymmetric lens distortion model are optimized. Consequently, a high-precision
asymmetric lens distortion model is obtained, allowing for compensation and correction of the asymmetric distortion.

Keywords: Camera calibration, distortion compensation, linear projection transformation, target optimization.

1. INTRODUCTION
Camera calibration technology plays a crucial role in various fields, including computer vision, robotic navigation,

autonomous driving, 3D reconstruction, and virtual reality. Its primary task is to determine the internal and external
parameters of the camera to accurately map points from the 3D world onto a 2D image plane[1] . However, due to
manufacturing and installation imperfections in the camera lens[2], various types of distortions are inevitable. These
distortions not only affect image quality but also significantly reduce measurement accuracy. Lens distortions can be
broadly categorized into two types: radial distortion and tangential distortion [3] . Radial distortion refers to the radial
bending of light as it passes through the lens, causing a disproportionate scaling effect between the image center and edges.
Tangential distortion occurs due to imperfections in lens assembly, causing a shift in the light rays[4].Typically, polynomial
fitting or other mathematical models are used to correct these distortions, restoring the true geometry of the image.

As camera lens usage scenarios become increasingly complex, the demand for calibration precision continues to rise.
In certain scenarios, such as long-focus lenses, wide-angle imaging, or lens optical axis deviation, distortions exhibit
asymmetric characteristics[5] . Existing distortion models struggle to handle these complex cases and fail to achieve ideal
fitting results, resulting in a significant decrease in calibration accuracy [6] . Therefore, improving lens correction accuracy
in asymmetric distortion environments has become an urgent problem that needs to be addressed.

To solve this problem, this paper proposes a method for asymmetric lens distortion compensation based on feature
point projection transformation and linear reconstruction. The method involves traversing the world coordinates of feature
points in calibration images and calculating the composite projection transformation error for the minimum reference grid.
The projection error is computed through weighted calculations based on linear constraints, cross-ratio constraints, and
parallel line constraints. The optimal grid area is then optimized, and the projection coordinates are converted into world
coordinates through linear reconstruction, enabling compensation for the asymmetric lens distortion.

2. CAMERA CALIBRATION MODEL AND LINEAR PROJECTION

TRANSFORMATION CONSTRAINTS

2.1 Camera Calibration model
2.1.1 Linear Projection Transformation Model
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The linear camera model is one of the simplest models. To determine the position information of a point existing in
the objective world in a linear camera model[7], it is only necessary to perform coordinate transformations based on the
relationships between different coordinate systems[8] .

Figure 1. Schematic diagram of the projection of a linear camera model.

Assuming that there is a point P in the world with world coordinates(xW,yW,zW,1), and its projection on the camera
image coordinates is point P1, with camera coordinates (xC,yC,zC,1). The transformation between these two coordinates
can be represented as following equation (1):

Where R represents the rotation vector and T represents the translation matrix. The projection of the point in the camera
coordinate system onto the image coordinate system can be expressed by the following equation (2):

(2)

The focal length f represents the distance from the focal point to the lens center O1. The coordinates of this point in the
image coordinate system are represented as (x,y), and in the camera coordinate system as (xC,yC,zC). The normalized form
of equation (3) is as follows:

The relationship between the pixel coordinate system (u,v) and the image coordinate system (x,y) equation (4) can be
expressed as:

(4)

Using homogeneous coordinates, the equation(5) is expressed as:

Based on the above formulas, the relationship between the world coordinates of any point in the three-dimensional
world and the pixel coordinates can be derived as the equation(6):
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Solving the N matrix completes the camera calibration[9] . In the case where all parameters appearing in the above the
equation (6) are known, for any point existing in the objective world, the corresponding point on the image can be found
through this transformation relationship.

Explanation of relevant symbols:

A — Camera intrinsic matrix, size 3 ×4;

M — Camera projection transformation matrix, size 4 ×4;

N — Camera projection transformation matrix, size 3 ×4, and N=AM;

u0 — The x-coordinate of the origin (principal point) of the image coordinate system;

v0 — They-coordinate of the origin (principal point) of the image coordinate system;

fx — The effective focal length of the u-axis in the pixel coordinate system;

fy — The effective focal length of the v-axis in the pixel coordinate system;

dX— The unit length per pixel in the x-direction of the image coordinate system;

dY— The unit length per pixel in they-direction of the image coordinate system.

2.1.1 Asymmetric Distortion Model
In general, the ideal imaging model satisfies a linear relationship, but in practice, errors are unavoidable [10] . Due to

manufacturing processes and assembly deviations in industrial lenses, distortion occurs during the imaging process,
causing nonlinear distortion[11]. This means that there is a certain offset between the ideal projection point of a spatial point
and its actual imaging point on the image plane. Nonlinear distortion mainly includes radial distortion and tangential
distortion[5] .The formulas for describing radial distortion and tangential distortion are shown in formulas(7)(8).

xdistorted = x(1 + k1r 2 + k2r4 + k3r 6) (7)

ydistorted = y(1 + k1r 2 + k2r4 + k3r 6) (8)

Where (x,y) are the undistorted normalized coordinates, (xdistorted,ydistorted) are the distorted coordinates, and r is
the distance from the point to the center of the image. k1, k2, k3 are the radial distortion coefficients.

The expression for tangential distortion is shown in the formulas(9)(10):

xdistorted = x + (2p1y + p2 (r2 + 2x2)) (9)

ydistorted = y + (p1 (r2 + 2y2) + 2p2x) (10)

Where p1 and p2 are the tangential distortion coefficients.

For complex lens distortion cases, such as periscope long-focus lenses and fisheye lenses, in addition to considering
radial and tangential distortion, asymmetric distortion factors and edge over-distortion factors also need to be introduced.

Thus, an asymmetric distortion model is constructed for this case. The formula for the asymmetric distortion model is
shown in the equation(11)(12)(13):

λ2 = (u′φ − c1)2 + (v′φ − c2)2 (11)
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φ = uIφ(1 + k1λ2 + k2λ4 + k3λ6) + (2p1vIφ + p2 (λ2 + 2uIφ
2)) + c3ec4λ

2 (12)

φ = vIφ(1 + k1λ2 + k2λ4 + k3λ6) + (p1 (λ2 + 2vIφ
2) + 2p2uIφ) + c3ec4λ

2 (13)

Where λ is the distance between the feature point in the distorted image coordinate matrix and the distortion center
point (c1,c2). k1, k2, k3 are the radial distortion coefficients, p1, p2 are the tangential distortion coefficients, c3 and c4 are
the edge~disto

~
rtion coefficients, and uIφ, vIφ are the coordinates of the φ-th feature point in the distorted image coordinate

matrix. uφ, vφ are the predicted distorted feature point coordinates.

2.2 Linear Projection Transformation Constraints
During the perspective projection transformation, if the points in the scene are structured, the collinearity and

correlation of the scene will be preserved. Therefore, the world coordinates of feature points after projection transformation
should satisfy invariance of cross-ratio, line invariance, and parallel lines intersecting at a common point. If a set of 4x4
chessboard image feature point coordinates is taken as the reference grid R, the line error Est , cross-ratio error Ecr , and
parallel line error Epa corresponding to the reference grid R are defined.

The formula for calculating the line error Est of the reference grid is shown in the equation(14)(15)(16)(17):

Est = (14)

v̂ = â
mu + b̂m (15)

(16)

b̂m = vdm — âmudm (17)

Where vm,nrepresents the vertical coordinate of then-th feature point online lm , and v̂m,n represents the fitted vertical
coordinate of then-th feature point online lm. r is the number of lines in each reference grid, and s is the number of feature
points in each reference grid. v̂ is the vertical coordinate calculated by the fitted line lm using the horizontal coordinate u.
âm and b̂m are the slope and intercept of the fitted line lm , respectively. udm,n andvdm,n are the horizontal and vertical
coordinates of thennn-th point online lm, and udm,n andvdm,n are the averages of the horizontal and vertical coordinates
of the s points online lm.

For each row and column of feature points in reference grid R, the straight line lml_mlm can be fitted using the least
squares method to obtain the regression linear equation of line lm .

The formula for calculating the cross-ratio error function Ecr of the reference grid is shown in the
equation(18)(19)(20)(21)(22)(23):

Ecr = (Ecrh + Ecrv)/8 (18)

Ecrh = Σrm=1 Σsn 3
1 (Fcr (qdm,n, qdm,n+1 , qdm,n+2 , qdm,n+3 ) — Fcr (P1, P2, P3, P4))

2
(19)

Ecrv = Σsm=1 Σrn 3
1 (Fcr (qdm,n, qdm,n+1 , qdm,n+2 , qdm,n+3 ) — Fcr (P1, P2, P3, P4))

2
(20)

Fcr (P1, P2, P3, P4) = (21)
qdm,n = (udm,n , vdm,n ) (22)
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dij = (udm,i − udm,j )2 + (vdm,i − vdm,j )2 (23)

Where Ecrℎ is the sum of cross-ratio errors calculated for each row of the reference grid, and Ecrv is the sum of cross-
ratio errors calculated for each column. r is the number of lines in each reference grid, and s is the number of feature points
in each reference grid. P1, P2, P3, P4 represent the non-distorted world coordinates of four points
qdm,n, qdm,n+1 , qdm,n+2 , qdm,n+3 in the world coordinate system.Fcr ( )represents the cross-ratio function. udm,n andvdm,n
are the horizontal and vertical coordinates of then-th point online lm. dij represents the distance between point qdm,i and
qdm,j , where i = 1、2，j = 3、4.

Since each feature point is an intersection of horizontal and vertical lines, the calculation of cross-ratio errors in the
reference grid must be performed for both horizontal and vertical directions.

After fitting the equations of the straight lines for each row rrr and each column sss in the reference grid, according to the
intersection properties of parallel lines, the two groups of parallel lines (rows and columns) will intersect at different
vanishing points.

The formula for calculating the parallel line error Epa of the reference grid is shown in the equation(24)(25)(26)(27):

Epa = ∑rm=1 (b̂m − (−âm. ûv + v̂v))
2

(24)

(25)

(26)

q̂
v = (ATA)−1ATb (27)

Where r is the number of lines in the reference grid, âm and b̂m are the slope and intercept of them-th fitted line lm
(with m=1,2, .. . , r), A is the coefficient matrix, q̂v is the assumed vanishing point where the first tor-th parallel lines intersect,
ûv and v̂v are the horizontal and vertical coordinates of the vanishing point q̂v , b is the constant matrix, and T represents
the transpose.

3. FEATURE POINT LINEAR RECONSTRUCTION AND DISTORTION COMPENSATION

3.1 Feature Point Linear Reconstruction
The image feature point coordinate matrix is constructed based on the feature points of the chessboard calibration

image. Using the sub-pixel feature point detection method based on the Harris operator, all feature points of the chessboard
calibration image are detected, obtaining the coordinates of each feature point and the size of the chessboard. Based on the
chessboard size, a grid point coordinate matrix is initialized, and the detected feature point coordinates are stored in the
grid point coordinate matrix as a two-dimensional grid and recorded as the distorted image coordinate matrix.

A sliding grid extraction is performed on the distorted image coordinate matrix using the reference grid R, resulting in
a set of reference grids U. For each reference grid in the setU, the line error Est , cross-ratio error Ecr , and parallel line
error Epa are calculated. Reference grids where Est , Ecr , or Epa exceed the preset error threshold are removed, leaving the
pre-screened set of reference grids U′ . The formula for the comprehensive error Eδ of the δ-th reference grid in theset U′
is shown in the equation(28):

Eδ = λ crEcr + λ stEst + λpaEpa (28)
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Where λcr、λst、λpa are the weight coefficients corresponding to the three constraints.

The weight coefficients corresponding to the line error Est, cross-ratio error Ecr, and parallel line error Epa are
generated and recorded as a weight coefficient combination. For each reference grid in the pre-screened set U′, the
comprehensive error is calculated, and the reference grid with the smallest comprehensive error is selected as the optimal
reference grid Rt for the current weight coefficient combination. By changing the values of the weight coefficients, the
optimal reference grid Rt corresponding to different weight coefficient combinations is obtained. The deviation error Ep
between each optimal reference grid Rt and the standard distortion center is calculated, and the reference grid Rt with the
smallest deviation error Ep is selected as the final optimal reference grid Rt.

The coordinates of each grid point are denoted as (xαβ, yαβ ), where i and jrepresent the row and column of the grid
(with α , β=1,2,3,4). The formula for calculating the deviation error Ep is shown in the equation(29):

The comprehensive error function Et of the final optimal reference grid Rt is used as the objective function. A nonlinear
optimization method is applied to optimize the coordinates of each feature point in the final optimal reference grid Rt,
resulting in the optimized optimal reference grid Rt.

Based on the optimized feature point coordinates of the optimal reference grid and their corresponding world
coordinates, a linear equation system is constructed to solve the homography matrix. Assuming there are n point pairs, a
matrix P with 2n rows must be constructed. Let the solution vector of the homography matrix be ℎ =
[ℎ11 , ℎ12 , ℎ13 , ℎ21 , ℎ22 , ℎ23 , ℎ31, ℎ32 , ℎ33]T . For each feature point's world coordinates (xw, Yw ) and image coordinates
(u, v), the linear equation system for solving the homography matrix is shown in the equation(30):

The linear equation system for the homography matrix is solved using the Singular Value Decomposition (SVD)
method. The eigenvector corresponding to the smallest singular value is taken as the solution vector h, and the homography
matrix H is reshaped from this solution vector.

The world coordinate vectors of the feature points are extended into homogeneous coordinates, resulting in the
extended homogeneous coordinate matrix wh, expressed as the equation(31):

(31)

The homography matrix H is applied to the extended homogeneous coordinate matrix wh for perspective
transformation, resulting in the transformed homogeneous coordinates Th, expressed as the equation(32)(33):

Th = Hwh
T (32)

ThT = (33)
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The transformed homogeneous coordinates Th are then converted into non-homogeneous coordinates, resulting in the
non-homogeneous coordinate vector T, which serves as the undistorted image coordinate matrix. The φ-th coordinate
(u′φ, v′φ) in the non-homogeneous coordinate vector T corresponds to the undistorted image feature point coordinates for
each image feature point (u, v).

The effect of the linear reconstruction is shown in Figure 2, which displays the optimized optimal reference grid Rt and
the linearly reconstructed feature points.

Figure 2. The resolution chart of optimal reference grid selection and linear reconstruction feature point.

3.2 Distortion Compensation
After substituting the feature point coordinates from the undistorted image feature point coordinate matrix into the

asymmetric distortion model, the predicted distorted feature point coordinates are obtained, as indicated by the blue
markers in Figure 3.

Figure 3. Comparison of feature points before and after compensation.

The error function Edis of the distortion model is used to calculate the error between the predicted distorted feature
point coordinates and the angular coordinates in the distorted image feature point coordinate matrix. The interior-point
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nonlinear optimization method is employed to iteratively adjust the parameters of the asymmetric distortion model
(k1, k2, k3 , p1, p2, c1 , c2 , c3 , c4) until the error is minimized, resulting in an optimized asymmetric distortion model. This
optimized model can perform high-precision compensation and correction for complex distortion scenarios, such as lenses
with asymmetric distortion. Figure 3 illustrates the compensated image feature point matrix and the original image feature
point matrix in the case where the error is minimized after parameter optimization.

To demonstrate the compensation effect of the proposed method, four calibration chessboard images taken from
different angles were tested. Figure 5 shows the average compensation error for each image, and these errors were
compared with those obtained using current mainstream methods in MATLAB for the same four images. The results are
shown in Figure 4.

The formula for the error function Edis of the distortion model is as follows the equation(34):
Edis = ∑nφ=1 [(ũφ − uφ)

2
+ (ṽφ − vφ)

2
] (34)

Where uφ, vφ are the coordinates of the φ-th feature point in the distorted image coordinate matrix, nnn represents the
number of feature points, and ũφ , ṽφ are the compensated distorted feature point coordinates.

Figure 4. The average compensation error of each image based on mainstream calibration methods.
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Figure 5. The average compensation error of each image based on the camera calibration method described in article.

4. CONCLUSION
This article proposes a method for asymmetric lens distortion compensation based on feature point projection

transformation and linear reconstruction. By defining a minimum reference grid and traversing the detected feature point
coordinate matrix, the weighted comprehensive error of line error, cross-ratio error, and parallel line error is calculated to
find the optimal reference grid. The homography matrix is then used to perform linear reconstruction on the distorted
image feature points. This method demonstrates higher accuracy and applicability, especially in scenarios involving
complex lens distortions, such as asymmetric lens distortion.

Compared with traditional camera calibration methods, the proposed approach effectively reduces distortion
compensation errors, particularly in applications involving long-focus and wide-angle lenses, significantly improving the
accuracy and adaptability of camera calibration. Future research will focus on further optimizing the parameter fitting
process and exploring the application of this method in real-time image processing.
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